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ABSTRACT 

Identifying hate speech detection on social media has become increasingly crucial for society. As the hate 

speech words are misused among the group of people. This rise of hate speech has led to conflicts and 

cases of cyber bullying. To overcome this problem deep learning and machine learning techniques are 

used such as LSTM (long short term memory), RF (random forest), SVM (support vector machine) and 

DT (decision tree). Among these techniques we have proposed LSTM and RF because of his best accuracy 

confidence level. The datasets or tweets are collected from twitter to make a separate dataset to be trained 

by ml techniques. These modules are trained datasets for machine learning techniques. These data files 

after analysis are stored as .csv files. These files go for data preprocessing and specifies every statement 

with IDs with the help of tokenizer. These modified csv files are applied for LSTM architecture layers 1) 

Embedding 2) LSTM 3) Dense. After applying the techniques the modified LSTM is saved as .hy file and 

the same process is done for RF and the modified file is stored as .pkl file. The app.py is a flask to construct 

a router interconnection between frontend and backend. To accept the file it use request method and to 

send it use render template method this app.py is a constructor to run the website to classify the speech is 

positive or negative. The precision rate of accuracy of proposed LSTM is 95.74% and for RF is 80.88% 

when compared with other techniques (SVM &DT). 
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1. INTRODUCTION 

Social media networks (SMNs) are the fastest means of communication as messages are sent 

and received almost instantaneously. SMNs are the primary media for perpetrating hate 

speech nowadays. Cyber - hate crime has also grown from past few decades. More researches 

are being conducted to curb with the rising cases of hate speeches in social media (SM). 

Different methods have been made to SM providers to filter each comment before allowing 

it into the public domain. The impacts of hate crimes are already overwhelming due to 

widespread adoption of SM and the anonymity enjoyed by the online users. To detect such 

kind of hate speech in big era of data by manually is a time consuming and difficult process 
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to classify the text. Besides, the precision of the categorization of manual text can easily be 

influenced by human factors, such as exhaustion and competence. To achieve more accurate 

results, it is beneficial to use machine learning (ML) approaches to automate the text 

classification processes. There have been significant advancements in ML techniques from 

classical ML, ensemble and deep learning techniques for hate speech detection. Due to the 

unprecedented advancement in natural language processing (NLP), several machine learning 

methods have achieved superior outcomes. 

To improve classification of SM texts as hate speech or non-hate speech, researchers and 

practitioners require an updated understanding of machine learning methodologies, which is 

fast evolving. Considerable effort has been spent on creating new and effective features that 

better capture hate speech on SM. Slangs and new vocabularies are also constantly evolving 

in the SM space. New and updated datasets are also available across different regions of the 

world. To bridge the gap, there is a need to review the literature and keep professionals, old 

and new researchers in the know of the currents developments in this research area. On this 

note, this review becomes necessary to be conducted. 

It is undeniable that social media has improved our lives in many ways, like allowing 

interactions with others all over the world and network expansion for businesses. However, 

there are detrimental effects of such accessibility, including the rapid spread of hate through 

offensive messages typically directed toward gender, religion, race, and disability, which can 

cause psychological harm. To address this problem of social media, many researchers have 

recently proposed various algorithms powered by machine learning (ML) and deep learning 

for the detection of hate speech. This work proposes a hate speech detection model based on 

long-short term memory (LSTM)Posters of hate speeches usually attack their targets using 

the following attributes: Religion, Race, political affiliation, gender, marital status, ethnicity, 

health status, disability and nationality. The data generated by SM sites are increasing in the 

geometrical proportion daily. About 7.7 billion population of the world following 

approximate population are actively connected on one social site or the other as shown in 

figure 1.1 

Fig 1.1: Percentages of active users 
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6% 

Youtube 
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Twitter 
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1.1 Objective  

Social media is an extremely popular form of communication today. People offer their 

opinions and insights on a variety of topics, including politics, video games, and their personal 

lives. These platforms are occasionally used by some people to propagate false information 

about another person or group of people. The term “hate statement” refers to this kind of 

offensive material. One of the most well-known social media platforms is Twitter. But many 

people also use Twitter to disseminate offensive material. It is very hard to manually 

weed out abusive comments from the hundreds of millions of tweets that are generated every 

day on Twitter. Therefore, these offensive tweets ought to be automatically filtered out. In 

this study, we are developing an LSTM model for categorizing tweets as either containing 

hate content or not. To improve classification in social media texts such as hate speech or 

non-hate speech, researchers and practitioners require an updated understanding of machine 

learning methodologies, which is evolving rapidly. These methodologies help in creating a 

new and effective model that have better features to capture hate speech on social media. 

Slangs and new vocabularies are also evolving in social media. New and updated datasets are 

also available across the database. To bridge the gap, there is a need to review the old and 

traditional technologies into latest emerging and updated technologies.  

 1.2 Existing System 

The automatic detection of hate speech using machine learning approaches is relatively new, 

and there are very limited review papers on techniques for automatic hate speech detection. 

The recent and related survey papers available on review of hate speech detection methods 

during this research work were few. The following were the available traditional 

literature review related to automatic detection of hate speech using ML algorithms. 

ML algorithms have contributed immensely in hate speech detection and SM content analysis 

generally. Offensive comments such as HS and cyberbullying are the most researched areas 

in NLP in the past few decades. ML algorithms have been of great help in this direction in 

terms of SM data analysis for the identification and classification of offensive comments. The 

advances in ML algorithms researches have made significant impacts in many fields of 

endeavor which led to some important tools and models for analyzing a large amount of data 

in real-world problems like SMNs content analysis. In this survey conducted by the authors 

presented a brief review on eight hate speech detection techniques and approaches. These 

eight techniques include TF-IDF, dictionaries, N-gram, sentiment analyses, template-based 

approach, part of speech, Bag of the word, and rule-based approach. The limitation of the 

review is that techniques such as deep learning and ensemble approach were not considered 

in their work. 

The authors offered a brief and critical analysis of the areas of automated hate speech 

detection in natural language processing. The authors also analyzed the features for hate 

speech detection in literature which includes: simple surface features, word generalization, 

sentiment analysis, lexical resources, linguistic features, knowledge-based features, meta-

information and multimodal information. 
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The limitation of these two reviews is that techniques such as deep learning and ensemble 

approach are not considered in their work. The most significant step in text classification 

pipeline is selection of the best classifier. Therefore, the need to review all techniques is of 

essence. We intent to make this selection phase easier for researchers by reviewing more 

algorithms than the previous review work have covered. In this case, we reviewed techniques 

like deep learning, ensemble learning among others that have been employed for the 

automatic detection of hate speech in social media. 

Existing System Disadvantages 

1. The accuracy is less. 

2. It is significantly slower due to an operation such as max pool. 

3. Training of RNN models are difficult. 

 

1.3 Proposed System 

 

LSTM (long short term memory) 

 

Long short-term memory (LSTM) network is a recurrent neural network (RNN), aimed to deal with 

the vanishing gradient problem present in traditional RNNs. Its relative insensitivity to gap length is 

its advantage over other RNNs, hidden Markov models and other sequence learning methods. It aims 

to provide a short-term memory for RNN that can last thousands of time steps, thus "long short-term 

memory" It is applicable to classification, processing and predicting data based on time series, such as 

in handwriting, speech recognition, machine translation, speech activity detection, robot control, video 

games and healthcare. 

 

Fig 1.2: LSTM Architecture 

A common LSTM unit is composed of a cell, an input gate, an output gate and a forget gate. 

The cell remembers values over arbitrary time intervals and the three gates regulate the 

flow of information into and out of the cell. Forget gates decide what information to discard 

from a previous state by assigning a previous state, compared to a current input, a value 

between 0 and  1 . Value 1 means to keep the information, and a value of 0 means to discard 

it. Input gates decide which pieces of new information to store in the current state, using the 

same system as forget gates. Output gates control which pieces of information in the current 
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state to output by assigning a value from 0 to 1 to the information, considering the previous 

and current states. Selectively outputting relevant information from the current state allows 

the LSTM network to maintain useful, long-term dependencies to make predictions, both in 

current and future time-steps. 

Challenges 

One of the main challenges of using LSTM for action recognition is the data requirements. LSTM needs a large 

amount of labeled video data to train effectively and generalize well to new scenarios. However, collecting and 

annotating video data is time-consuming, expensive, and prone to errors and inconsistencies 

RF (random forest) 
The random forest algorithm is made up of a collection of decision trees, and each tree in the ensemble is 

comprised of a data sample drawn from a training set with replacement, called the bootstrap sample. Of that 

training sample, one-third of it is set aside as test data, known as the out-of-bag sample. Another instance of 

randomness is then injected through feature bagging, adding more diversity to the dataset and reducing the  

correlation among decision trees. Depending on  be averaged, and for a classification task, a majority vote i.e. 

the most frequent categorical variable will yield the predicted class. Finally, the out-of-bag sample is then used 

for cross-validation, finalizing that prediction the type of problem, the determination of the prediction will 

vary. For a regression task, the individual decision trees will  

 

  

Proposed System Advantages 

1. Easy to predict. 

2. It is very effective even with high dimensional data. 

3. It can be used for both regression and classification problem. 

Challenges 

Time-consuming process: Since random forest algorithms can handle large data sets, they can 

be provide more  ccurate predictions, but can be slow to process data as they are computing 

data for each individual decision tree. Requires more resources as random forests possess 

larger data sets, they require more resources to store the data.More complex: The prediction 

of a single decision tree is easier to interpret when compared to more trees. 
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2.  Literature Survey 

 

S.No. 

 

Title/Description 

 

Objective 

 

Strategy 

 

Remarks 

 

 

 

 

1 

Advances in machine 

learning algorithms for hate 

speech detection in social 

media Nanlir Sallau 

Mullah.e.tal IEEE 

[2021] 

Examining the basic 

baseline components of 

hate speech classification 

using ML algorithms. 

Different variants of ML 

techniques are reviewed 

which include classical ML, 

ensemble approach and 

deep learning methods. 

The limitation of this work 

is that no experiment was 

conducted with a given 

dataset 

 

 

 

2 

Machine learning based 

automatic hate speech 

recognition system. 

P.William.et.al IEEE 

[2022] 

Examining datasets with 

different feature 

engineering techniques and 

machine learning 

algorithms. 

Datasets training with 

feature engineering 

techniques and machine 

learning algorithms. 

Support vector machine 

technique on testing 

showed best using bigram 

feature dataset. 

 

 

 

3 

Hate speech detection in 

social media for the Kurdish 

language Ari M. Saeed.et.al 

Springer 

[2022] 

Detecting the hate speech in 

Kurdish language. 

Support vector machine, 

decision tree and naïve bays 

algorithms are 

implemented. 

Support vector machine 

showed the excellent result 

when compared with 

decision tree and naïve bays 

with 0.687. 

4 

HCovBi-Caps hate speech 

detection using 

convolutional and bi-

directional gated recurrent 

unit with capsule network 

Shakir Khan.et.al IEEE 

[2022] 

This study presents a 

novel Convolutional, 

BiGRU, and Capsule 

network- based deep 

learning model, CovBi- 

Caps, to classify the hate 

speech. 

Convolutional neural 

network, BiGRU and 

Capsule network- based 

deep learning model, 

HCovBi- Caps are 

implemented. 

HCovBi-Caps show 

comparatively better 

performance over the 

unbalanced dataset with 

0.93. 

5 

Detection of hate 

speech texts using 

machine learning 

algorithm Mahamat 

Saleh Adoum 

Sanoussi.et.al IEEE 

[2022] 

Detection of hate 

speech for texts 

written in “lingua 

franca”, a mix of the 

local Chadian and 

French languages. 

The four Machine 

Learning methods 

namely Logistic 

Regression, Support 

Vector Machine, Random 

Forest, and K-Nearest 

Neighbors are used. 

The result showed that 

FastText features given 

as input to SVM 

classifier shown the best 

accuracy of 95.4%. 

6 

Deep learning for hate 

speech detection in social 

media Ashwini 

Kumar.et.al IEEE 

[2021] 

Used a benchmark 

dataset of approximately 

25 thousand annotated 

tweets to classify hate 

speech. 

Deep learning methods 

are implemented to 

classify the model. 

The deep learning 

methods are compared 

with traditional methods 

was measured in terms 

of f1 score and accuracy. 

7 

Un-Compromised 

credibility social media 

based multi- class hate 

speech classification for 

text Khubaib Ahmed 

Khureshi.et.al 

IEEE 

[2021] 

 

 

A specific dataset 

availability and its high-

performing supervised 

classifier for text-based is 

addressed. 

 

 

 

Classification algorithms 

are used to classify 

different forms of 

datasets. 

Due to the application of 

latent semantic analysis 

for dimensionality 

reduction the utilization 

of many complex and 

non- linear models and 

CAT Boost performed 

best. 
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3. System Design  

3.1 Feature Categorization 

Initially we have created the dataset of 14,640 annotated tweets which have been collected from twitter raw 

data. These tweets are being trained to classify the text speech as positive or negative i.e hate or non hate. These 

tweets are categorized according to its parameters and features of the speech. The tweets contain three columns 

namely class label, tweet id and text. As the system understand and implement the data as 0 or 1 i.e 0 represent 

positive and 1 represent negative. The dataset length is 200 and the size of dataset is 3093kb. The follwing 

table shows the dataset table 

 

airline_sentiment text 

0 neutral @VirginAmerica What @dhepburn said. 

1 positive @VirginAmerica plus you've added commercials t... 

2 neutral @VirginAmerica I didn't today... Must mean I n... 

3 negative @VirginAmerica it's really aggressive to blast... 

4 negative @VirginAmerica and it's a really big bad thing... 

 

Among 14,640 annotated tweets 2 are neutral, 2,264 are positive and 12,374 are negative. The following 

table depicts the categorization of dataset 

dataset Positive negative neutral 

14,640 2,264 12,374 2 

Table 4.1 : dataset table 

The dataset is being iterated and tested with different ratios to show the best accuracy of the model. The 

following table shows the iteration levels of the model. 

history = model.fit(padded_sequence,sentiment_label[0],validation_split=0.2, epochs=5, batch_ 

size=32) Epoch 1/5 

289/289 [==============================] - 43s 140ms/step - loss: 0.4068 - accuracy: 

0.8310 - val_loss: 0.2246 - val_accuracy: 0.9092 Epoch 2/5 

289/289 [==============================] - 41s 142ms/step - loss: 0.2193 - accuracy: 

0.9161 - val_loss: 0.1730 - val_accuracy: 0.9338 Epoch 3/5 

289/289 [==============================] - 40s 139ms/step - loss: 0.1616 - accuracy: 

0.9392 - val_loss: 0.1690 - val_accuracy: 0.9381 Epoch 4/5 

289/289 [==============================] - 39s 135ms/step - loss: 0.1441 - accuracy: 

0.9485 - val_loss: 0.1718 - val_accuracy: 0.9390 Epoch 5/5 

289/289 [==============================] - 38s 133ms/step - loss: 0.1191 - accuracy: 

0.9569 - val_loss: 0.1679 - val_accuracy: 0.9438 

Fig 4.1: Iteration of the model 
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3.2 System Architecture  

Fig 4.2: system Architecture 

 

Initially the data is collected from social media twitter (raw data) and the data is transferred 

to python files through interface and create a python dataset file. This dataset is analyzed by 

data analysis in the second step, in this stage the data is able to read the python csv (comma 

separated value) files through method pandas (). After the data analysis the data is 

preprocessed i.e the data is cleaned or remove any unnecessary data or bad symbol remover, 

punctuation errors, lower case, upper case etc, Tokenization and stemming is also done in 

data preprocessing. It also prints the text, airline sentiment, value count and tweet id. In the 

next stage the cleaned data is applied to the LSTM in which it consists of three layers in which 

the first layer is embedding layer where the size of data is compressed to reduce errors and 

easy to implement then the next layer is LSTM layer where LSTMs are typically used with a 

3-layer architecture: an input layer, an LSTM layer, and an output layer. The input layer 

converts the input sequence into a vector representation. The LSTM layer learns to identify 

the important features in the input sequence and to learn long-term dependencies between 

them. The output layer outputs a prediction for the task at hand, such as the next word in a 

sentence or the class of a document and simultaneously control, update and store the data. 

The next layer is dense layer in which the percentage of accuracy is calculated between each 

level. Then at last the data is evaluated and the speech is predicted as positive or negative.
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Fig 4.3: Example of system architecture 

 

1) The cleaned data is then applied to LSTM in which it consists of 3 layers namely 1) Embedding 

layer-which compresses the data, 2) LSTM layer-In which data is modified and compared with trained 

files and 3) Dense layer- This data calculates the ratio internally levels. 

2) Finally the data is evaluated and predicted the speech either positive or negative 

 

3.3 Pseudo code 

Input Twitter dataset 

Output Prediction of hate speech 

1. Read twitter dataset through python files, pandas // Read python csv files  

2. { 

3.  Import Pandas() 

4. Load dataset 

5. Normalize the dataset into values from 0 to 1 // the dataset is converted into integer values with tokenizer() module 

6.  Split dataset into train and test sets 

7. Set input units, output units, lstm units and optimizer // the lstm model take input strings optimize the data and produce the 

output through gates 

 

8. for epochs and batch size do 

9. Train the LSTM network 

10.  End for 

11. Make predictions // prediction of speech either positive or negative 
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12. Calculate the Accuracy, Precision, F1 Score, Recall 

13. } 

4. Results  

4.1 Evaluation Measures 

 We must ensure the integrity of our outcomes. As a result, we conducted a quantitative 

analysis of the frequency of data collection, data release mode, and data types. The obtained 

data is meticulously annotated before being entered into the constructed model for prediction. 

So we used an evaluation measure to examine the data and outcomes to see how well the 

model worked, how skewed the results were, and how generalizable our findings were. We 

employed the evaluation metric we devised throughout the trial. The idea of positive and 

negative affects all of the numbers we assess for accuracy, precision, recall, and F1 scores. 

Negative speech is defined as hate speech, whereas Positive speech is defined as speech that 

is not hateful. Figure shows the definitions of True Positives (TP), True Negatives (TN), 

False Positives (FP) and False Negatives (FN). 

PRECISION (Pr) Precision is the ratio of true positive and total predictions. The following 

researchers made use of precision to evaluate their model performance. This can be 

represented mathematically stated as: 

 

Pr =TP / TP + FP (1) 

Pr is a short for precision for the purpose of this study. Precision simply means a fraction of 

positive classifications that was correctly identified by the model. For example, the 

proportion of actual positives that were identified correctly from the example above is 4. 

Then the model precision is 4/6 (true positives / all positives) = 0.67. TP is a short for true 

positive. From the scenario above, TP is 4. Out of 5 hate speech tweets, the model was able 

to correctly identify 4 as hate speech. FP means false positive. This refers to non-hate speech 

tweets that were classified as hate speech. From the scenario above, 2 tweets were missed 

classified as hate speech tweets and in the real sense, they were non-hate speech tweets. 

RECALL (Rc ) 

Rc is the ratio of the number of correct predictions and all correct observation in the sample 

space made use of recall for their evaluation. Mathematically stated as: 

Rc = TP / TP + FN (2) 

Rc stands for Recall in this paper. This means the proportion of real positives that were 

established correctly. From the scenario, recall is 4/5 (true positives / all positives) = 0.8. This 

means the model was able to correctly identify 80% of the hate tweets. FN stands for false 

negative for the purpose of this study. This refers to those hate speech tweets that were not 

identified by the model as hate speech. The model considered them as non-hate while they 

were hate tweets in the real sense. In the example above, only one tweet was misclassified as 

non-hate and was actually hate speech. 
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F-MEASURE 

F-measure (F) or F1-score (F) is simply the weighted harmonic mean of precision and recall. 

This evaluation metric is normally employed when the dataset is unbalanced. It was employed 

to evaluate performance of hate speech prediction model. Mathematically stated as: 

F = 2 ∗ Pr ∗ Rc /Pr + Rc (3) 

F is short for F-measure or F1-score and is used to test the model‟s performance with an 

imbalanced class distribution. In most real-life text classification tasks, imbalanced class 

distribution occurs and hence F1-score is a smarter metric to test a model. From example 

above, F = 2(0.67∗0.8)/(0.67 + 0.8) = 1.072/1.47 = 0.72. This simply means that the F1-

measure of the model is 72%. 

ACCURACY (A) 

Accuracy is the ratio of correct prediction and total observations. Accuracy of a model is 

considered best if and only if we have symmetric dataset in which the value of FP and FN are 

almost equal for the two-class problem. Accuracy is not the best option in multiple and 

imbalanced data sets, hence, other evaluation parameters may be considered, like F1-score. 

In the following researches, accuracy was used. Mathematically, accuracy (A) can be 

expressed as: 

A = TP + TN / TP + FP + FN + TN (4) 

After implementing the evaluation measures we get the following percentages in the below table. 

Techniques Accuracy Accuracy% 

LSTM 0.9569 95.69 

Random Forest 0.8078 80.78 

SVM 0.7992 79.92 

Decision Tree 0.8096 80.96 

 

Table 6.1: accuracy of models 

4.2 Comparison Analysis 

 

Fig 6.1: Comparison of models 

 

Figure 6.1 depicts the comparison analysis of models in accuracy in proposed model. In my analysis I get 

best results in LSTM model when compared with other models (RF, SVM & DT). 
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5. Conclusion 

 

In the computing domain we have proposed LSTM (long short term memory) and RF 

(random forest) to create a website that classify the speeches into positive or negative speech. 

This can be achieved by creating the dataset from twitter and training the dataset by different 

methods. These data is analyzed and create files through pandas. These files are saved as .csv 

(comma separated value) after the data preprocessing it prints all columns by columns 

method but only two columns are taken according to the project text and airline sentiment. 

These datasets when trained will predict positive or negative and every word is given unique 

ids by tokenizer. These csv files or dataset or tweets are applied to LSTM architecture layers 

1) Embedding 2) LSTM 3) Dense. This trained data or modified LSTM is saved as .hy file 

and the same process is done for RF and this trained data is saved as .pkl file. The app.py is a 

flask to construct a router interconnection between frontend and backend. To accept the file 

it use request method and to send it use render_template method this app.py is a constructor 

to run the website to classify the speech is positive or negative. The precision rate of accuracy 

of proposed LSTM is 95.74% and for RF is 80.88% when compared with other techniques. 

6.  Future Scope 

 

In the future scope, the application of machine learning for automatic hate speech detection 

on social media needs to be encouraged and supported. The hate speech variables based on 

each country is an issue that needs more researchers‟ attention. Each country or region has 

different variables for hate speech. We should work more on advancement features on 

automatic hate speech detection to classify different forms of text, images, audios, videos, 

graphs etc. We are also looking for different kinds of languages and datasets of any form to 

be trained to obtain good accuracy with any computing language. We could also plan for 

some robotic machines to justify the classification speech of any language. etc; In the 

computing domain we have proposed LSTM (long short term memory) and RF (random 

forest) to create a website that classify the speeches into positive or negative speech. This 

can be achieved by creating the dataset from twitter and training the dataset by different 

methods. These data is analyzed and create files through pandas. These files are saved as .csv 

(comma separated value) after the data preprocessing it prints all columns by columns method 

but only two columns are taken according to the project text and airline sentiment. These 

datasets when trained will predict positive or negative and every word is given unique ids by 

tokenize. These csv files or dataset or tweets are applied to LSTM architecture layers 1) 

Embedding 2) LSTM 3) Dense. This trained data or modified LSTM is saved as .hy file and 

the same process is done for RF and this trained data is saved as .pkl file. The app.py is a 

flask to construct a router interconnection between frontend and backend. To accept the file 

it use request method and to send it use render template method this app.py is a constructor 

to run the website to classify the speech is positive or negative. The precision rate of accuracy 

of proposed LSTM is 95.74% and for RF is 80.88% when compared with other techniques. 
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